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Figure 1: An embodied virtual avatar with realistically rendered user movements and facial expressions for VR real-time communications.

ABSTRACT

Providing effective communication in virtual reality (VR) appli-
cations requires body language and facial expressions to transmit
users’ thoughts and behavior. Embodied VR is an effective way
to realistically render users’ movements onto a virtual avatar in a
virtual environment in real time. There are many VR applications
that utilize this technique; however, most of them have limitations
in photorealistic realism, body motion, and facial expressions. In
this work, we introduce a novel VR communication system that
mimics users’ movements, facial expressions, and speech in order
to render these capture data into different types of avatar represen-
tations in real-time. This system could be beneficial for any type of
VR application that requires avatar-based communication in a 3D
immersive virtual environment.

Index Terms: H.5.1 [Information Interfaces and Presentation]:
Multimedia Information Systems—Artificial, augmented, and vir-
tual realities; 1.3.7 [Computer Graphics]: Three-Dimensional
Graphics and Realism—Virtual reality

1

Virtual reality (VR) technology has resulted in techniques with
great potential to support communication in recent years by en-
abling groups to communicate in a 3D immersive virtual environ-
ment (IVE). Creating effective communication in a 3D IVE that
simulates real communication remains one of the most difficult
problems in VR applications. The specific difficulties include cap-
turing human behavioral interaction with movement in terms of fa-
cial expressions, body gestures, and eye gaze in real time.

INTRODUCTION
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There are many VR applications that support a low-fidelity
embodied avatar for interaction and communication. However,
these applications have some limitations in communication with
the avatar due to a lack of facial expression or body movement.
This problem could affect the immersion and sense of presence in
a 3D IVE. Smith and Neff (2018) discussed the fact that having a
low-fidelity embodied avatar in VR for interaction resulted in a sig-
nificant social presence with communication behavior and conver-
sation compared to not having an embodied avatar. They excluded
a discussion of facial expressions due to the limitations of the tech-
nology, but they mentioned that adding facial expressions into a
realistic embodied avatar could provide a much greater sense of the
presence of other people; this, in turn, could deliver more effective
communication in VR [3].

Therefore, in this work, we propose a system that supports em-
bodied virtual avatars in VR by capturing different types of data in
real time (see Figure 1). These data are a combination of a user’s
body movement, facial expressions, and streaming audio that are
applied onto a 3D virtual avatar to support communication in VR in
real time. We have used HTC Vive trackers along with an inverse
kinematics (IK) solver for body movement, an iPhone X to capture
face data, and a microphone for audio input in real time.

The system would be beneficial for creating a 3D interactive en-
vironment for different types of VR applications that are based on
communication with a virtual avatar. For example, one applica-
tion could be job interview training with a virtual interviewer in
real time. Another application could be reducing implicit biases of
protected groups through various interventions (e.g., stereotype re-
placement, counter-stereotypic imaging, or partnership building) in
an IVE. This could be done by providing an opportunity for individ-
uals to experience communication with an embodied virtual avatar
in real time with various kinds of appearances and different types of
scenarios to enhance user performance or change user perspectives.
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2 RELATED WORK

There are many relevant studies that have been conducted to im-
prove communication with a virtual avatar in a virtual environment
(VE). Lopez et al. (2019) [1] described a system for full-body em-
bodied avatar movements. They explored the implicit gender bias
and embodied virtual avatar by using full-body visuomotor syn-
chrony. They used nine HTC Vive trackers and a head-mounted
display (HMD) with IK to animate the full-body virtual avatar in
real time. Some of the system’s limitations are missing facial fea-
tures and finger movement. Our system includes features for facial
expressions, and we intend to add finger motion in real time for
future work.

Roth et al. (2017) implemented another system called SIAM-C,
which is an immersive avatar-mediated platform for communica-
tion in VR [2]. The virtual avatar imitates a real human in real time
by tracking body motions and facial expressions, as well as trans-
mitting audio. They installed two OptiTrack systems in two rooms
for body tracking and RGB-D sensors for facial expressions. Also,
they used a microphone for real-time audio input. The avatar is
projected on a big screen in front of the users in the two rooms for
communication. Our system is quite similar to this work in terms of
tracking body motions and facial expressions, as well as transmit-
ting audio. However, our system is more immersive, with a higher
level of realism in the virtual environment.

3 SYSTEM SETUP

This system requires a two-user setup; one user animates the vir-
tual avatar body and facial expressions with audio in a 3D virtual
environment, and the other user views the animated virtual avatar
through an HMD to communicate with it in real time. The system
allows users to communicate with each other in the same place or
in different places.

The system involves Reallusion Character Creator 3, which is a
software tool that provides numerous features to construct the de-
sired 3D realistic avatar by choosing the type of hair, face, and/or
cloth, the color of the skin, and the body shape. We later imported
the avatar into iClone 7, which is real-time 3D animation software
used with the Motion Live plug-in on the server (the desktop) and
the LIVE FACE application by the client (the iPhone X device)
for face animation. Additionally, the Unreal Engine (UE4.22) was
used to render the live motions of the avatar in a 3D immersive en-
vironment. This can be done by using the Unreal-iClone Live Link
plug-in to stream the 3D character motions from iClone 7 to the
Unreal Engine in real time.

Three features are needed to animate the avatar in a 3D virtual
environment: body animation, facial expressions, and audio. In
terms of animating the virtual character body, we used the inverse
kinematics (IK) solver within the unreal engine to control the 3D
character in the virtual environment. The user is able to animate all
or part of the 3D character body using three to five HTC Vive track-
ers. Because our VR interview application involves seated use, we
have applied three Vive trackers that are tracked by the lighthouse
system. The transformation matrices for each tracker are applied
to the head effector, left-hand effector, and right-hand effector per
frame. The IK algorithm receives all these effector matrices as in-
put to calculate the other transformation matrices for other character
body joints. This technique helps the user control the pose of the
avatar in real time.

For virtual character facial expressions, the server (the desktop)
and the client (the iPhone X) should be connected to the same Wi-Fi
network, which may involve connecting the LIVE FACE applica-
tion to the Motion Live plug-in in iClone by inserting the client’s
IP address on the server side. This enables streaming face data with
the capture of facial expressions by the iPhone X depth camera,
which are then applied onto the virtual character in iClone. Later,
we transferred the virtual character with its real-time 3D face ani-
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Figure 2: Overview of the prototype avatar-based communication
system supporting body movements, facial expressions, and speech.

mation to the Unreal Engine by using the Live Link plug-in to view
the character in a 3D immersive environment using the HMD. In or-
der to reduce latency for the facial expression data, all components
are connected using a local-area network provided by a Netgear
Nighthawk R6700 gaming router with NAT filtering disabled.

Audio is also supported through this system by linking the mi-
crophone directly to the server to receive audio input data in the
Unreal Engine while the avatar is speaking in real time. Figure 2
shows the whole system setup, which could be used for any VR
application that needs virtual avatar communication.

4 LIMITATIONS AND FUTURE WORK

As previously mentioned, this system would be useful for creating
a 3D interactive environment for different types of VR applications
that are based on communication with a virtual avatar. The system
could solve the problem of rendering the nature of human motions
and apply communication prompts such as verbal and nonverbal
cues to avatars to create a real-time communication environment
that could increase users’ sense of communicating with others in a
virtual world.

This system is currently limited to VR scenarios requiring one
user to be embodied with a virtual avatar and the other user view-
ing and communicating with the virtual avatar in the virtual en-
vironment. For future work, this system could be improved by
allowing both users to be embodied with virtual avatars and both
communicating with each other with full-body motions and facial
expressions in real time. It may also be possible to use more photo-
realistic avatars to increase users’ presence in the virtual world.
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