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Figure 1: Overview of the virtual content creation pipeline. Color and depth image streams are captured from a single RGB-D
camera, and the geometry is reconstructed from the depth information. Each selected frame is separated into diffuse and spec-
ularmaps using low-rank decomposition, and the camera poses are optimized. The lighting conditions and surface reflectance
parameters are computed from the specular maps. Finally, the texture of the dynamically relightable reconstructed object is
rendered in real-time based on the user’s current viewpoint.

ABSTRACT
We present a complete end-to-end pipeline for generating dynami-
cally relightable virtual objects captured using a single handheld
consumer-grade RGB-D camera. The proposed system plausibly
replicates the geometry, texture, illumination, and surface reflectance
properties of non-Lambertian objects, making them suitable for
integration within virtual reality scenes that contain arbitrary illu-
mination. First, the geometry of the target object is reconstructed
from depth images captured using a handheld camera. To get nearly
drift-free texture maps of the virtual object, a set of selected images
from the original color stream is used for camera pose optimization.
Our approach further separates these images into diffuse (view-
independent) and specular (view-dependent) components using
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low-rank decomposition. The lighting conditions during capture
and reflectance properties of the virtual object are subsequently
estimated from the computed specular maps. By combining these
parameters with the diffuse texture, the reconstructed model can
then be rendered in real-time virtual reality scenes that plausibly
replicate real world illumination at the point of capture. Further-
more, these objects can interact with arbitrary virtual lights that
vary in direction, intensity, and color.
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1 INTRODUCTION
With the recent proliferation of consumer head-mounted displays,
research topics in virtual and mixed reality have been developing
vigorously. In many applications, customized virtual content is
one of the essential elements for building virtual worlds. Using
ready-made virtual objects can potentially compromise the desire
of developers or decrease the interests of users. However, manual
creation of high-fidelity virtual content requires expert knowledge
of 3D modeling, and is an often expensive and time consuming
endeavor. A promising alternative is scanning physical objects and
replicating their photorealistic appearance in the virtual environ-
ment. With the development of consumer-grade RGB-D sensors
such as the Microsoft Kinect or Intel Realsense, grab-and-go 3D
scanning is becoming increasingly accessible for general users. As a
result, reconstructing the geometry of objects captured using depth
sensors has been an extensive research topic in recent years (e.g.,
[16, 26, 40, 46]). However, replicating the photorealistic appearance
of reconstructed virtual objects from an RGB-D sequence is still
an open question. Existing methods (e.g., [2, 48]) averaged the col-
ors from all captured images to compute the color of each vertex,
which often results in lower fidelity textures. Other approaches
(e.g., [7, 38]) have selected a single view per face to achieve higher
color fidelity rendering for Lambertian models (i.e., models with
diffusely reflecting surfaces). However, for non-Lambertian mate-
rials, texture maps with baked lighting would limit the potential
viewing directions, which is not ideal for real-time virtual reality
applications. Ideally, surface illumination (e.g, specular reflections)
should dynamically change based on the user’s viewpoint, and the
absence of these dynamic visual cues can be especially noticeable
in head-tracked virtual reality.

To overcome these limitations, view-dependent texture mapping
(VDTM) techniques have been introduced with promising results
[6, 11, 25]. In this approach, the object’s appearance is dynamically
rendered using a subset of captured images closest to the current
virtual camera position. These methods can result in photorealistic
quality because the surface illumination of the virtual model will
change based on the user’s viewpoint. However, the synthesized
specular reflections are still problematic because the reflectance of
an object is strongly related to its geometry, surface material prop-
erties, and environmental lighting conditions. The synthetic views
created from interpolating between color images may have visual
artifacts or inconsistencies with the geometry, especially for data
captured with sparse camera trajectories. Moreover, these recon-
structed objects would be incompatible with virtual environments
that include dynamic lighting.

In this paper, we propose a capture-to-rendering content cre-
ation pipeline that estimates diffuse and specular reflectance of
the original object and lighting conditions (see Figure 1). Given an
RGB-D sequence, the geometry of the object is first reconstructed
and several color frames are selected from the original stream. We
introduce a novel texture separation method based on low-rank
decomposition that simultaneously optimizes the camera poses
of each frame and separates each color frame into a diffuse map
and a specular map. Using the specular maps from many different
viewing directions, the surface reflectance properties and lighting
conditions can be estimated. At run-time, the optimized diffuse

textures and reflectance parameters can then be used to synthesize
the captured object’s appearance from an arbitrary viewpoint. Our
method can generate plausible results even for unseen views that
were not present in the capture dataset. Moreover, the reconstructed
virtual content can be readily integrated with virtual scenes and
dynamically illuminated with lights of varying direction, intensity,
and color. The major contributions of this paper include:

• A texture synthesis approach that jointly solves for diffuse
and specular decompositions and optimized camera poses.

• Estimation of the light sources in the capture environment
using the computed specular components. Optimized re-
flectance parameters are subsequently derived from the esti-
mated lighting conditions.

• A rendering method that combines specular and diffuse com-
ponents in real-time. Results show that the appearance of
the original object can be plausibly replicated, including
previously unseen views of the reconstructed models.

• A fully automatic virtual content creation pipeline that does
not require expert knowledge or manual human effort. The
reconstructedmodels are suitable for integrationwith industry-
standard virtual environments.

2 RELATEDWORK
A wide variety of techniques have been proposed to reproduce
the visual appearance of physical objects in virtual environments.
In several review papers [29, 34, 37, 49], they can be categorized
as image-based and model-based methods based on the way unob-
served viewpoints are represented and visually reproduced.

Image-Based Rendering. Light field rendering (LFR) [3, 5, 10, 21]
is a method for synthesizing an unseen view without using the ge-
ometry of an object. Assuming the stored images are large enough
to capture all the reflected lights coming from an object, LFR gen-
erates synthetic views by ray-tracing to find each pixel color from
its image dataset. LFR can achieve photorealistic quality but re-
quires a well-designed camera array or a programmable turntable.
These specialized devices require expert knowledge and are not
practical for most users. Furthermore, without a 3D model for ren-
dering, it is not possible to edit or interact with other virtual content.
View-dependent texture mapping is another image-based rendering
method that can produce photorealistic results [11, 15, 25]. Given a
set of selected images with known camera poses, these techniques
blend the color maps from cameras closest to the user’s current
viewpoint and dynamically render the texture onto a 3D model
at run-time. However, VDTM is very sensitive to errors such as
missing data or inaccurate camera pose estimation. Dynamic Omni-
directional Texture Synthesis (DOTS) [6] generates synthetic views
surrounding the reconstructed object, which are more robust to
inconsistent camera trajectories and missing coverage during object
capture. However, for non-Lambertian objects, interpolating from
several images often cannot generate a correct appearance because
specular reflections are the result of complex view-dependent inter-
actions between the object’s geometry, surface material properties,
and environmental lighting conditions. Furthermore, real-time dy-
namic relighting with arbitrary virtual illumination is generally not
possible with image-based rendering techniques.
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Model-Based Rendering. Model-based methods reconstruct the
geometry of the object from several images captured in different
viewing directions and represent virtual appearance of surfaces us-
ing albedo, specular maps, normal maps, etc. However, computing
averagemaps by blending all the observed images of a reconstructed
object can result in lower visual fidelity (e.g., blurry textures). In
previous work, color mapping optimization [48] was introduced to
estimate the albedo of the model by maximizing the photometric
agreement between multiple images. Several papers [2, 14, 17] gen-
erated optimized texture maps to improve the visual quality of the
Lambertian surfaces. However, it is not ideal to represent the dy-
namic illumination effects of non-Lambertian surfaces using fixed
texture maps. Dong et al, [13] proposed "appearance from motion"
to model the reflectance from an image sequence or video. However,
the physical object should be captured in a well-controlled environ-
ment. Wu et al. [43] attempted to estimate the surface reflectance
in uncontrolled environments. However, this approach requires
specialized IR capture devices and is therefore not practical for ev-
eryday use with consumer-grade cameras. Shi et al. [32] reviewed
several methods for recovering the BRDF model of a target object
under different lighting conditions. However, these methods require
the target to be captured with known illumination; thus, they are
not suitable for portable scanning in the wild. Other methods (e.g.,
[12, 23]) have used a single image to estimate the BRDF. However,
additional constraints and assumptions are necessary to deal with
uncertainty when only one observation is given.

Recently, several papers [19, 31, 42] have proposed methods that
used RGB-D sensors to estimate material properties. To achieve
good quality results, these methods had strict material constraints
for captured objects. [19] assume the number of lighting should
be known and in [42] and [31] they number of material should be
given, which usually are not practical for random RGB-D sequence.
The following two papers are most closely related to our work:
Park et al. [27] used an IR sequence to estimate the specular map
and then compute a diffuse map in real-time, and Wei et al. [39]
used low-rank decomposition for highlight removal. Both methods
assume that the camera poses obtained using KinectFusion [16]
were sufficiently accurate; however, accumulated drifting errors
can result in a failure to recover specular properties. Thus, these
approaches only work for objects with short capture sequences.

Deep Learning Approaches. Recently, deep learning has resulted
in significant breakthroughs for traditional computer vision re-
search in areas such as object recognition, event detection, scene
understanding, etc. Several papers have also applied deep learning
to the 3D reconstruction problem. Hou et al. [18] and Avetisyan
[1] have aimed to improve reconstruction from RGB-D data. They
primarily focused on generating 3D geometry, but not textures.
Li et al. [22] recovered the shape and reflectance properties from
an image, and Meka et al. [24] estimated the material properties.
However, these papers focused on reconstruction from a single
image, which only has partial view of the target object, and is there-
fore not ideal for VR applications that allow objects to be viewed
from any potential direction. Xu et al. [44] recovered the texture
of objects from multiple images. However, this approach required
capture using a light stage, which is not allow for the possibility of
portable scanning. This approach also reported a processing time

of 2 seconds to render an unseen view, which is much too slow for
real-time rendering in virtual reality. For image-based rendering,
neural networks have also been used to convert a single RGB-D
input image into a 3D photo [33], and deferred neural rendering
was recently proposed to synthesize images using learned feature
maps that are trained during the scene capture process [36].

In this paper, we present an automated end-to-end pipeline for
reconstructing the geometry, surface materials, and illumination of
objects captured in unconstrained conditions using a single hand-
held RGB-D camera. Our approach also simultaneously optimizes
the camera trajectories, making it practical for objects that require
long scanning sequences. This pipeline was not designed to com-
pute a physically accurate bidirectional reflectance distribution
function; instead, we focus specifically on generating visually plau-
sible results for efficient real-time rendering in virtual reality. This
work, therefore, occupies a unique niche in the literature.

3 OVERVIEW
The color appearance of virtual objects is often represented as a
linear combination of two components: diffuse and specular re-
flection. Diffuse reflection only depends on the light sources and
material properties, and is therefore view-independent. In contrast,
specular reflectance is highly viewpoint dependent, and incorrect
reflections will become especially noticeable during smooth motion.
Thus, specularity is particularly important for high-fidelity render-
ing in virtual reality applications, because the user’s viewpoint
will be continuously updated using head tracking. A naive method
would directly use the selected frames G from the original color-
stream to render the object with photorealistic textures, and the
reflectance can be accurately replicated when the viewing direction
is perfectly aligned with one of the camera poses. However, for
objects captured using handheld consumer-grade RGB-D cameras,
the trajectories are often sparse and unstructured, especially when
performed by non-expert users. Therefore, rendering an unseen
view (i.e., the viewing direction cannot be found in the original
stream) by interpolating between the closest frames often leads
to poor results, especially when specular reflections are present.
Thus, it is necessary to identify the specularity of a target 3D object
from a given RGB-D sequence. With the estimated reflectance, a
reconstructed virtual object can be better modeled under different
lighting conditions and environments. To achieve this goal, we need
to separate the original images into diffuse and specular maps.

An overview of the system pipeline is shown in Figure 1. The
object’s geometry is first reconstructed from the depth stream cap-
tured using a consumer-grade RGB-D camera. A set of keyframes
are selected from the entire color stream, and the camera poses of
those frames and the diffuse/specular maps are optimized from the
low-rank objective function. Lighting conditions and surface mate-
rial reflectance properties are estimated from the specular compo-
nents. At run-time, the user viewpoint provided by a head-tracked
virtual reality display is used to generate the view-dependent ap-
pearance of the reconstructed 3D model in real-time.

3.1 Object Capture and Reconstruction
Multiple capture and reconstruction methods could be used to ob-
tain a 3D model with a triangular mesh representation. Similar to
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other papers[2, 6, 17, 48] that focus on the texture mapping for
objects captured using handheld RGB-D cameras, we use KinectFu-
sion [16] as the first step in reconstructing the 3DmodelM from the
captured sequence of depth images. The camera trajectory is also
roughly estimated for use later in the texture generation process.

Using all the frames I from the input video sequence to synthe-
size a global texture is inefficient, and some frames may negatively
impact the results due to artifacts from the camera’s motion (e.g.,
blurriness). Instead, temporal [2, 48] and spatial [6, 17, 31] keyframe
selections have been proposed. These methods use either the distri-
bution of time or space to select a subset of representative frames
from the original color sequence I . We chose spatial keyframe selec-
tion to maximize the variation in viewing angles of the 3D model.
The selected n keyframes, G = {д1,д2, · · · ,дn }, and the initial es-
timated camera poses, Tд = {tд1 , tд2 , · · · , tдn }, are inputs for the
texture generation process. The blurriness [9] of each frame is com-
puted to sort all the images and select the frames from the lowest
to the highest blurriness which satisfy the following constraint:
| |pi − pj | |

2
2 > d ∀i, j ∈ G, where p is the camera position and d is

the minimum distance between any selected images. The number
of keyframes, n, varies because it depends on the trajectory of the
original video sequence.

3.2 Reflection Model Estimation
The colors observed in eyes or images are a combination of both
illumination and the object color. In order to approximate these
light reflections and surface properties, several empirical models
have been proposed to describe the appearance changes. In this
paper, we use the well-known Phong reflection model [28]. We use
the following equation to compute the illumination of each surface
point Ip by combining Id and Is :

Ip = Id + Is

Ip =
∑
j ∈J

kd (Lj · N )i j +
∑
j ∈J

ks (Rj ·V )α i j (1)

where kd and ks are the reflection constants for the diffuse and
specular components, J is the set of all lights, i j is the intensity of
the j −th light source, Lj and Rj are the corresponding incident and
reflection directions from the surface, N is the surface normal, V is
the direction toward the viewer, and α is its shininess parameter.

However, separating a single image into two images is an ill-
posed problem.Moreover, the unknown camera poses of each image
make this problem more challenging. In Section 4, the proposed
method simultaneously locates the optimized the camera positions
and extracts the diffuse map Id (i.e., independent with view-point)
from several observations from different keyframes. The residual
value is treated as the specular components Is and is handled by
minimizing the error function in Section 5.

4 DIFFUSE AND SPECULAR MAP
SEPARATION

In previous work, Wright et al. [41] applied robust principal com-
ponent analysis to decompose a set of pixel-wise registered images
into specular and diffuse components. However, in our case, the
images are captured from a handheld camera in uncontrolled con-
ditions. Each individual image is unable to cover all directions of

the target object, and the reconstruction must be robust to missing
data, camera pose drift, and motion blur. To solve this more chal-
lenging problem, we apply the low-rank matrix recovery and solve
jointly for specular and diffuse decompositions, camera poses, and
vertex colors. We do this by alternating between optimizing for
the specular and diffuse components and for the camera poses and
vertex colors.

4.1 Camera Pose Optimization
As described in Section 3, the reconstructed model M , selected n
images G, and the initial camera pose estimation TG is obtained.
However, the raw camera poses are not accurate enough for map-
ping the texture onto the model correctly. Therefore, Zhou et al.
[48] proposed a color mapping optimization to get the optimized
camera poses TG and the vertex color C(v) of the reconstructed
modelM . The objective function is defined as follows:

E(C,TG ) =
∑
д∈G

∑
v ∈M

(C(v) − Γ(v,д, tд))
2 (2)

where Γ retrieves the color by projecting vertex v to image д using
the estimated pose tд . The objective function iteratively solvesC(v)
and TG to find the optimal solution.

4.2 Low-Rank Decomposition
The appearance of an object from a certain viewpoint can be divided
into two components: isotropic (i.e., diffuse maps) and anisotropic
(i.e., the specular map). According to the Lambertian reflectance
model, the diffuse textures obey Lambert’s cosine law and do not
change when viewed from different directions. Assuming the se-
lected images K are well aligned and the illumination environment
is fixed, the diffuse layers are strongly correlated. In Figure 2, with
known camera poses, projecting all color images of selected frames
into a certain viewpoint, the synthetic images can be vectorized
into an image matrix A. Our objective is to separate A into a diffuse
matrix D and a specular matrix S . The rank of the diffuse matrix
D is considered low, since the observed intensity of a Lambertian
surface is the same regardless of the observer’s angle of view. On
the other hand, the specular matrix S contains only the highlights
and forms a sparse matrix. We use low-rank matrix recovery [4, 41]
to separate each frame into a diffuse and specular map. Low-rank
decomposition minimizes the nuclear norm of | |D | |∗ while reducing
the 1-norm | |S | |1:

minD,S ∥D∥∗ + λ∥S ∥1

s .t . A = D + S (3)

By further refining Eq. 3, we can obtain the diffuse map and the
specular map of each selected frame.

4.3 Texture Separation and Pose Estimation
In this pipeline, we aim to simultaneously estimate the camera
poses and separate the frames. For each image дi ∈ G, it can be
divided into diffuse image di and specular image si using low-rank
decomposition. The diffuse component di is used to refine camera
pose by projecting all the vertices v of the modelM onto image di
using the estimated transformationmatrixTi . Note that vertices that
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Figure 2: Separation of selected frames into a diffuse map
and a specular map. The original texture of selected frames
(top row) are projected to the camera pose of the left frame
(second row) to form a data matrix A. Low-rank decompo-
sition is able to separate A into a diffuse matrix (third row)
and a specular map (fourth row).

do not pass a visibility check (i.e., either out of image or occluded
by other vertices) will be discarded. We reformulate the original Eq.
2 as follows:

E(C,D,TG ) =
∑
di ∈D

∑
v ∈M

δ ∗ (C(v) − Γ(v,di ,Tдi ))
2 (4)

where D = {d1,d2, · · · ,dn } is the set of all diffuse maps. If the
vertex in image di is visible, δ = 1. Otherwise, δ = 0. Because Γ and
low-rank decomposition are both non-linear, the Eq. 4 is solved by
iteratively updating camera pose TG and vertex color C .

Texture Synthesis Function Ψ. The low-rank decomposition re-
quires an image matrixAwhere each column represents an observa-
tion of the target object. Each row of A should be highly correlated.
Since the key frames (Figure 2 top row) are captured from different
viewpoints, directly using those images is not possible to form a rea-
sonable image matrixA. Thus, to utilize those images in our texture
decomposition setting, they need to be aligned first. We introduce
the texture synthesis function Ψ for synthesizing the textures from
each image to a selected camera view. Given a model M and the
camera pose ti of an image i , Ψ renders the modelM by image i and
projects the rendered model to a known camera pose tj . Thus, the
texture synthesis function is defined as Ψ(i, ti ,M, tj ). For example,
to synthesize the texture of Figure 3(a) in other camera views, the
model is rendered from the image with its corresponding camera
pose (i.e., the red camera in Figure 3(b)). The rendered model is
projected to another known camera pose (e.g., the blue or the green
camera in Figure 3(b)) to generate the synthetic texture. Figure 3(c)
shows the projected results of three camera views. As shown in

(a) Reference image (b) Relationship between cameras

(c) Projected results compared to the closest camera view

Figure 3: An example of the texture synthesis function Ψ. (a)
and (b) show a reference image with a known camera pose
(red). This image is used to render the model and the other
two camera views (blue and green) are projected to its cam-
era view. (c) The projected results of the three camera views.
Note that the occluded area (i.e., not visible in (a)) is rendered
in gray for better visualization.

Figure 3(a) and (c) left, the synthetic texture of the model generated
fromψ is the same with the texture from the original image. Note
that the occluded area on the model is gray for better visualization
in the paper and is set to black (i.e., zero) in our experiments.

Updating D. To update the diffuse map di , the selected frames
G = {д1,д2, · · · ,дn } and their current camera poses TK are fixed.
We first apply Ψ(i, ti ,M, tj ), where tj ∈ TK , to synthesize the tex-
tures from all keyframes. We also generate the depth map of the
model from the camera pose. A binary mask derived from the depth
map represents the existence region of the model in the synthetic
texture. The mask is used to select the region of interest for each
projected synthetic view and stacks it as a vector. Since the mask
is based on the geometry instead of appearance, the length of all
vectors is the same. The image matrix Ai = {a1,a2, · · · ,an } is
formed by concatenating all the image vectors. Since the prerequi-
sites for low-rank decomposition require that the low-rank matrix
is strongly correlated, using the synthetic texture of an image far
from the camera position will increase the sparse error. The ratio
of nonzero pixels between synthetic images aj , j , i and the ren-
dered image ai is used as a constraint to discard those unqualified
synthetic textures.

A′
i = {a1,a2,a3, · · · ,am }, m ≤ n

∀aj ∈ A′
i , NZ (aj )/NZ (ai ) ≥ γ

(5)

where NZ (i) is the function to compute non-zero pixels in an image
i . In our experiments, γ = 0.8.

The objective function aims to separate the data A′
i to a low-

rank diffuse matrix Li and sparse specular matrix Si . Note that the
illumination intensity should not be negative, and so we add these
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Figure 4: (Left) An example of a selected frame and its sur-
face normal. (Middle) The diffuse map is unable to recover
the lighting condition. (Right) In contrast, the specular map
is sparse and the lighting direction can roughly assumed
from the top. Using this assumption from all selected im-
ages, we can approximately calculate the number of lights
and their directions for reflectance estimation.

constraints to the original low-rank decomposition. The function
can be rewritten as follows:

min
Li ,Si

| |Li | |∗ + λ | |Si | |1

A′
i = Li + Si , Li ≥ 0, Si ≥ 0

(6)

Because specular highlights are view-dependent, they will not be
accurate when projected to a different viewpoint usingΨ. Therefore,
they will be treated as sparse error and can be separated by the
low-rank decomposition. The intermediate results of diffuse and
specular map separation are saved as D = {d1,d2, · · · ,dn } and
S = {s1, s2, · · · , sn }. In the third row and fourth row of Figure 2,
we show the final separation results.

Updating T and C . Since D is fixed, we use the original color
mapping optimization to further refine the camera poses for each
frame. The original image in Eq. 2 is replaced with diffuse map di
in the color mapping optimization. This further improves camera
pose estimation accuracy due to the removal of specular highlights.

5 MATERIAL AND LIGHTING ESTIMATION
5.1 Objective Function

Material Estimation from Specular Map. In Section 4, we have
already separated each selected image into a diffuse and specular
map. Without the knowledge of the amount of lightsM and their
directions Lm , Id =

∑
j ∈J kd (Lm ·N )i j has infinite solutions that can

minimize the objective function. Thus, it is impossible to recover
kd of the virtual model from the diffuse maps. However, in Figure
4, the specularity is sparse and highly depends on the viewing
angle and the direction of lights. Using both the specular map
S = {s1, s2, · · · sn } and surface normals, we are able to derive the
lighting directions first and then estimate the light and material
properties of the highlighted region of the object.

Error Function. We introduce the ρ(Sa ,b) function to retrieve the
value from specular map Sa using the corresponding transformation
matrixTa and the camera intrinsic parameters. To simplify notation,
we use k instead of ks in our equation. For any vertex v ∈ M , the
error function is defined as follows:

E{k,α , I J } =
∑
Sa ∈S ′

(ρ(Sa ,v) − k
∑
j ∈J

(Rj ·Vj )
α i j )

2 (7)

Figure 5: The results of possible incident light direction.
Note that each highlight pixel votes for a possible direction.
Mean-shift algorithm is applied to get the number of clus-
ters and their centers.

where S ′ is the set of frames that v is not occluded and i j is the
intensity of each light.

To find the optimized lighting and material properties for all
vertices, the objective function is defined as follows:

{K ,A, I J } = argmin
∑
Sa ∈S

∑
v ∈va

(ρ(Sa ,v) − kv
∑
j ∈J

(Rv j ·Vav )
αv i j )

2

(8)
where va is the set of visible vertices in Sa . For each visible vertex
v , kv is the specular coefficient, Rv j is the reflection direction with
respect to incident light j, and Vav is the viewing direction from
the camera pose of Sa to the vertex v . In this objective function, we
aim to find the optimized specular coefficient K = {k1,k2, · · · ,km },
shininess parameter A = {α1,α2, · · · ,αm }, and the intensity of
lights I J = {i1, i2, · · · , i J }.

Light Direction Estimation. To find the optimized solution for
Eq. 8, we need to first determine the number of lights and their
directions. As the specular reflection in the Phong shading model is
defined as (R ·V )α , the specularity only appears when the viewing
direction v and the reflection direction r is similar. Therefore, we
are able to compute the approximate incident direction l by using
l = 2 ∗ (v · n) ∗ n − r , where n is the surface normal.

For each highlight pixel in the specular map, an approximated
direction is added as a candidate. We assume that the incident lights
are all directional lights, so they can be converted from Cartesian
coordinates to a sphere coordinate system (radius = 1). Figure 5
shows the voting results of the incident light. The number of clusters
and their centers can be obtained by mean-shift [8]. We discard
clusters with less than 0.2 times number of votes received by the
largest cluster.

Optimization. Given the optimized camera poses calculated in
Section 4 the estimated lighting directions, and the pre-computed
vertex normals, the above equation can be rewritten as follows:

{k,α , i} = argmin
n∑
a=1

∑
b ∈va

(yab − kb ·

l∑
c=1

(xabc )
αb · ic )

2

s .t
l∑

c=1
kb · (xabc )

αb · ic < yab ,

1 ≥ kb ≥ 0, αmax ≥ α ≥ 0, 1 ≥ i ≥ 0

(9)
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Figure 6: Visualization of estimated Ks and the α . Darker ar-
eas correspond to smaller values for each coefficient.

where yab = ρ(Sa ,b) is a scalar for camera view a and vertex b,
and xabc = (Rbc ·Vab ) is a scalar based on camera view a, vertex b,
and incident light c . αmax is the constraint that bounds the value of
alpha to avoid over-fitting. In our experiment, we use αmax = 60.

The optimized specular reflectancek and the shininess parameter
α can be used in real-time rendering. In Figure 6, the estimated
Ks and α are shown. Note that for better visualization, we scale
the Ks value range from 0 − 1 to 0 − 255 and α from 0 − αmax to
0− 255. Note that those highlight regions in the original image had
higher Ks and α , while the regions without specular effects had
lower values.

6 REAL-TIME RENDERING
A specialized shader was developed to render the reconstructed
objects in the Unity game engine using the reconstructured 3D
mesh, diffuse texture, and estimated reflectance parameters. In
Figure 7, we compare our rendering results with their original
images. Note that our approach can replicate the specular highlights
in the selected frames. A virtual sphere was added to illustrate the
estimated lighting directions in the real world capture scene.

Data Sets. The virtual object dataset used to test the proposed
pipeline contains thousands of RGB-D sequences captured by non-
experts with a Primesense camera [7]. The raw color and depth are
not synchronized, so we assigned the color images to the depth
images with the smallest time-stamp difference. Since the streams
are both 30 fps, the shifting error is small and can also be handled
by the optimization. We demonstrate results from three scans that
exhibited large amounts of specular reflectance: Torso of Elevation,
the Kiss by Rodin, and an antique leather chair (IDs 3887, 4252, and
5989 in the database). Information about the captured dataset for
each object is shown in Table 1.

Figure 7: Comparison of rendered virtual objects and origi-
nal capture frames. The highlights on the sphere visualizes
the direction and color of the virtual lights estimated from
the real world scene.

Table 1: Information about the capture images and models.

Object vertex surface frames used color/depth stream
Torso 208K 406K 101 3210 / 3225
The Kiss 280K 544K 116 3989 / 4007
Chair 255K 495K 98 3299 / 3313

Apparatus and Implementation. All the results were performed
in Unity 2017.2.0f3 on a MacBook Pro with an Intel i7-4850HQ CPU,
Nvidia GeForce GT750M GPU, and 16 GB of RAM. Our method can
render the models in 10-15 milliseconds (i.e., 70-90 fps), making it
sufficient for real-time rendering even on a laptop.

6.1 Visual Analysis
Low-rank Decomposition. In a previous approach [48], the albedo

of the model is estimated by averaging the color from all observed
frames to represent the diffuse map of the model. In Figure 8, we
compare the diffuse maps computed from original images and the
diffuse map from the low-rank texture separation. The specular
regions are outliers with high intensity, thus, averaging the color
leaves some highlight effects on the diffuse map. In contrast, the
diffuse map generated from low-rank decomposition removes most
of the highlights and moves them to the specular maps.
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Figure 8: Comparison of the diffuse appearance using the
average vertex color from the original images (without low-
rankdecomposition) and the derived diffusemaps (with low-
rank decomposition). Our approach can remove most of the
specular highlights such as the shoulder area on the Torso
and the self inter-reflection on the seat cushion. Moreover,
by removing the highlights, the details from the original im-
ages can be correctly preserved in the diffuse map.

Method Comparison. To compare the fidelity of model, we com-
pare our method with fixed textures [48] and Dynamic Omnidirec-
tional Texture Synthesis (DOTS) [6], a previously proposed view-
dependent texture mapping method. As shown in Figure 9, three
original images are selected for comparison. The top two rows
show selected key frames, and the bottom row shows results from
unselected frames (i.e., an unseen view). Note that the appearance
does not change when using fixed textures, and the fidelity is rec-
ognizably lower than the other two methods. DOTS can generate
photorealistic results if the user viewpoint is close to selected frames
because it directly renders the texture onto the model. However, the
synthesized appearance is inaccurate if the user viewpoint moves
further away from the camera trajectories in the original dataset,
which occurs often for objects captured using handheld cameras.
Since specular effects are local phenomena based on the user view-
point and lighting direction, it is not always possible to interpolate
from the textures of other views. In our approach, the specular
reflection is optimized based on the texture, lighting, and the geom-
etry; thus, the results are still visually plausible for unseen views
that are further away from images in the capture dataset.

6.2 Dynamic Relighting
Virtual objects created with fixed textures or VDTM are difficult
to integrate with arbitrary scenes because the illumination during
capture is baked into the textures. In contrast, with the reflectance
properties estimated using our method, we can more readily adapt
the reconstructed models into virtual environments with varying
lighting conditions. In Figure 10, we demonstrate the integration
of three reconstructed virtual objects into a scene with dynamic
illumination. We can increase or decrease the intensity of the lights
(a), and the appearance changes of both models are consistent with
the illumination in the surrounding environment. Furthermore,
the color and direction of lights can also be changed dynamically

Figure 9: Comparison of ourmethodwith fixed textures [48]
and DOTS [6]. Note that the fixed texture results in lower
fidelity (blurriness) due to averaging the observed images.
DOTS or other view-dependent texture mapping methods
are able to generate photorealistic rendering results. How-
ever, the specular highlights of an unseen view cannot be
correctly interpolated from the source images (bottom row).
In contrast, our method estimated the light sources and the
specular reflectance properties of the object, and is able to
synthesize the highlights of unseen views.

in real-time (b). To further illustrate view-dependent specular re-
flectance, we moved the camera to three different view positions
while keeping the lighting consistent (c). Note that the specular
highlights on the reconstructed objects are dynamically changing
based on the camera’s viewpoint. Users can freely explore the vir-
tual reality scene without any constraints, and because objects are
illuminated using virtual lights instead of image interpolation, the
visual transitions between viewpoints will remain smooth.

7 CONCLUSION
In this paper, we presented an end-to-end content creation pipeline
to create dynamically relightable virtual objects from a single RGB-
D sequence. First, each image from the original color stream is
separated into diffuse and specular components using low-rank
decomposition. The illumination and surface reflectance properties
are then estimated from these maps. The reconstructed objects
can be readily integrated with virtual scenes and rendered under
arbitrary lighting conditions.

Limitations and Future Work. Our method maximizes the agree-
ment of all the observed images and the estimated reflection of the
virtual object. However, because we are focusing on overcoming
challenges of unconstrained capture using handheld consumer-
grade cameras, our approach assumes fixed real world lighting
conditions, camera exposure, and white balance. We also assume
that the object remains stationary during capture. Although sev-
eral methods have been proposed for dealing with dynamic ge-
ometry reconstruction (e.g., [20, 26]), to-our-best-knowledge, tex-
ture/reflectance reconstruction for dynamically moving objects
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(a) Rendering from the same viewpoint with different light intensities

(b) Rendering from the same viewpoint with different light directions and colors

(c) Rendering from different viewpoints under the same lighting conditions

Figure 10: Demonstration of three reconstructed virtual objects in a scene with dynamic illumination. The proposed re-
flectance estimation method can provide plausible results with varying virtual light direction, color, and intensity. Further-
more, the specular highlights on the object will smoothly change in real-time as the user moves between different viewpoints.

remains an unsolved problem. In the future, we would like to ex-
tend our approach in several directions. First, we would like to
introduce a greater variety of real world lights (e.g, area, point
sources) into our shading model. Second, our proposed method
is per-vertex optimized to avoid limiting the number of materials.
If the prior knowledge such as the number of material is given,
we would like to segment the vertices of the object into several
categories for faster modeling and rendering results. The spatial
smoothness term can also be added to the objective function for
more consistent results. Additionally, we used low-rank matrix re-
covery to decompose the diffuse and specular maps; however, other
separation techniques have also been explored in prior work (e.g.,
[30, 35, 45, 47]). It would be worthwhile to implement and compare

different methods for texture separation within this overall content
creation pipeline. Finally, although we focused on virtual reality
content creation in this paper, this work can also be applied to
augmented reality. In the future, we are particularly excited about
creating dynamically relightable objects for augmented reality that
can realistically adapt to illumination in the user’s surrounding
environment in real-time.
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