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ABSTRACT

We report a user study that investigated the effect of redirection in
an immersive virtual environment on spatial orientation relative to
both real world and virtual stimuli. Participants performed a series
of spatial pointing tasks with real and virtual targets, during which
they experienced three within-subjects conditions: rotation-based
redirection, change blindness redirection, and no redirection. Our
results indicate that when using the rotation technique, participants
spatially updated both their virtual and real world orientations dur-
ing redirection, resulting in pointing accuracy to the targets’ recom-
puted positions that was strikingly similar to the control condition.
While our data also suggest that a similar spatial updating may have
occurred when using a change blindness technique, the realignment
of targets appeared to be more complicated than a simple rotation,
and was thus difficult to measure quantitatively.

Index Terms: H.5.1 [[Information Interfaces and Presenta-
tion]: Multimedia Information Systems—Artificial, augmented,
and virtual realities; I.3.6 [Computer Graphics]: Methodology and
Techniques—Interaction techniques; I.3.7 [Computer Graphics]:
Three-Dimensional Graphics and Realism—Virtual reality

Keywords: virtual environments, redirection, spatial orientation

1 INTRODUCTION

Physical space limitations are a troublesome impediment to natu-
ral locomotion in immersive virtual environments. Real walking
provides many advantages over less natural travel techniques, in-
cluding a greater sense of presence [15], improved performance on
travel and search tasks [9] [13], and benefits for memory and at-
tention [12]. However, a real walking interface ultimately restricts
the exploration of the virtual environment to the dimensions of the
physical workspace and motion tracking area. To relax these lim-
itations, a number of redirection techniques have been proposed
to decouple the user’s locations in the physical and virtual worlds,
allowing walking through virtual environments that may be con-
siderably larger than the real world space. Suggested redirection
techniques have ranged from manipulating perceptual self-motion
cues, such as applying rotational gains [6] or scale factors to for-
ward movements [4], to more complicated approaches involving
structural manipulation and change blindness [11].

Redirection techniques attempt to imperceptibly physically re-
orient the user without disrupting their spatial awareness in the vir-
tual world. Previous research suggests that when users are redi-
rected in a virtual environment, their orientation relative to the vir-
tual world is updated, as measured by pointing and map tests [5].
However, little research has been done to investigate how redirect-
ing users in a virtual environment impacts their spatial orientation
in the real world. Does the user’s perceived orientation relative to
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the real world also get updated, or do they maintain a distinct model
for real world orientation that is unaffected by manipulations in the
virtual environment? This is an important question for applications
involving physical reflex actions, such as immersive training. For
example, a soldier may need to quickly react to threats in a simula-
tor by moving around or finding protective cover in an environment.
If the user was redirected in the virtual world, but instinctively re-
acted to a residual real world model, then redirection may not be
appropriate for these purposes, and at worst may provide negative
training. Thus, in this paper, we describe an experiment that was
performed to probe the relationship between the real world and vir-
tual world models for spatial orientation using a pointing task dur-
ing which participants were redirected.

2 BACKGROUND AND RELATED WORK

Spatial updating is the process by which people keep track of the
spatial relationship between themselves and the surrounding en-
vironment. During navigation, humans combine visual informa-
tion from their surroundings with body-based information from the
translational and rotational components of movement, also known
as path integration. The user’s awareness of their own body move-
ments, involving proprioceptive and kinesthetic cues, is a critical
aspect of navigational search, and greatly improves spatial updat-
ing compared to situations where only visual feedback is provided
[2] [8]. These body-based cues allow better spatially orientation [1]
and knowledge transfer from VR to the real world [3].

Despite the importance of proprioceptive and kinesthetic cues
for spatial updating, recent studies in virtual environments have
also shown that purely visual stimuli are sufficient for automatic
spatial updating regardless of any vestibular or kinesthetic infor-
mation [7]. Additionally, research in redirected walking has found
that visual information tends to dominate over vestibular cues when
the magnitude of the conflict is beneath a certain detection thresh-
old [6] [10]. However, previous research has focused primarily on
the users’ spatial orientations within the virtual world. Until vir-
tual reality technology progresses such that a virtual environment is
perfectly indistinguishable from the real world, on some level users
experience presence in both the real and virtual environments si-
multaneously, and this dual presence may influence their behavior.
If the user is maintaining two distinct world models, it is not clear
that visual and kinesthetic cues are uniformly important for spatial
updating in both models, nor is it necessarily obvious that manip-
ulating spatial orientation in the virtual context will affect the real
one.

3 METHODS

A total of 18 people participated in the study. However, the motion
capture data for 2 participants were incomplete due to equipment
failures, resulting in a final sample of 16 people (12 male, 4 fe-
male). The mean age of participants was 28.50 (SD = 8.49). The
distribution of self-identified video game experience consisted of 8
non-gamers, 3 casual gamers, and 5 hard-core gamers. They were
primarily recruited through email and craigslist online classifieds,
and were offered a $20 gift card for participating. We performed
a within-subjects study with three redirection conditions (rotation
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(a) Initial pointing to a real world target (b) Initial pointing to a virtual world target (c) Pointing in the virtual environment

Figure 1: (a) At the beginning of each trial, the head-mounted display visor was lifted and participants pointed to a real world target. (b) After
lowering the visor and hood, the participants pointed to a separate target in the virtual environment. (c) The target was initially visible in the
virtual world. After participants pointed to it, the target faded away and they had to remember its location.

technique, change blindness technique, and control) presented four
times each in random order, for a total of 12 trials. For each trial,
participants were asked to walk through a virtual environment us-
ing a head-mounted display and keep track of the locations of a
real world and a virtual world target. To begin each trial, par-
ticipants would walk to a predefined location in an empty virtual
world, marked by an ‘X’ on the ground. The experimenter would
then help them lift up head-mounted display visor so that they could
look around and point at a real world target, which was a six-inch
diameter red circle that had been randomly placed on a tripod at
approximate eye level in one of the four corners of the room (see
Figure 1.a). The visor was then lowered in front of their eyes, dis-
playing a minimalistic virtual world with a walking path and single
room. Participants were instructed to point at a virtual world target
that was placed in a different location, which was randomly selected
from the remaining corners of the tracking space (see Figure 1.b).
These initial pointing tasks were performed to verify that partici-
pants viewed each target and performed the task correctly, but were
not analyzed as part of our results. After pointing, the virtual tar-
get disappeared, and they were asked to walk down a virtual path
to the next marker, which was located in the corner of the virtual
room. When they reached the marker, a visual distractor (hum-
mingbird) would appear for several seconds and fly back and forth,
and participants were instructed to turn their head and watch until
it disappeared. During the distraction phase, one of the following
three redirection techniques were applied:

• Rotation: The virtual environment was slowly rotated about
the user as a function of head turn speed, as suggested by Peck
et al. [5].

• Change Blindness: The door to exit the virtual room and the
adjoining hallway was instantaneously rotated by 90 degrees
behind the user’s back, as described by Suma et al. [11].

• Control: No redirection was applied.

While the visual distractor was only necessary to ensure that the ro-
tation technique was imperceptible, we included it in all conditions
to be consistent and avoid a potential confound. For the rotation
condition, we applied rotational gains of 10% with head turn and
5% against head turn. Due to study time constraints, these gains
are higher those used by Peck et al., who selected gains of 3% with
head turn and 1% against head turn [5]. However, we compensated
for this by making the distractor move fairly rapidly back and forth
about a circumference 3 feet away from the user at a rate of 55
degrees per second. When the virtual environment had rotated a
total of 90 degrees about the user, the distractor disappeared. To
ensure that the amount of distraction time was consistent, we still
kept track of head rotation in the other two conditions and used

the same algorithm to calculate when the distractor should disap-
pear, even though no rotation was applied. After the distraction
phase, participants walked to the next marker, which required them
to exit the virtual room and proceed further down the walking path.
Upon reaching the marker, they were then instructed to point back
to where they remembered the virtual target, followed by the same
task for the real world target. The specific order of the pointing
tasks (real-virtual-virtual-real) was selected to minimize the num-
ber of times the participant would have to switch contexts back and
forth between the real and virtual worlds. After completing each
trial, the real world target was moved to a different corner of the
tracking space, and this process repeated until all 12 trials were
completed.

We hypothesized that when the redirection techniques were ap-
plied, participants would point to the virtual world target as if its
position had been rotated along with the rest of the virtual environ-
ment. Furthermore, we also hypothesized that the visual feedback
from the virtual world would dominate over the kinesthetic cues,
which would result in them pointing to real world targets at posi-
tions that were also rotated along with the virtual environment.

3.1 Equipment

Participants explored the virtual environment using a Fakespace
Wide5 head-mounted display, which provides a total FOV of 150
degrees horizontal and 88 degrees vertical. This display uses a vari-
able resolution with higher pixel density in the central region and
lower resolution in the periphery. The interpupilary distance was set
to the population average of 2.56 inches. To hold the display control
box and other necessary hardware, participants wore a backpack
that was tethered to a single run of cable. Two experimenters were
present at all times during the study to manage the cables, allowing
the participant to walk around freely throughout the entire space.
For tracking the participants’ movements, we used a PhaseSpace
Impulse Motion Capture System, which provided outside-looking-
in optical tracking using an array of 52 high-resolution cameras ar-
ranged in a pattern covering a 36’ x 36’ area. Seven LED markers
were mounted on the display in a ring around the user’s head, en-
suring visibility from all angles. Pointing was accomplished using
a Nintendo Wiimote mounted on a Nyko PerfectShot pistol grip
with four mounted LEDs for tracking with the PhaseSpace system.
Participants were able to point at a target by aiming the “gun,” fol-
lowed by pressing the trigger on the pistol grip. A virtual replica
of the Wiimote was rendered in the virtual environment to provide
visual feedback when pointing.

Since any sensory cues from the real world could potentially con-
found the study, we were careful to design our VR setup to be as
immersive as possible. To eliminate peripheral visual cues from the
real world, we mounted an opaque, lightweight Lycra fabric from
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the ring above the display optics, but just below the tracked LEDs.
This formed a hood that fell in front of the display optics, draped
over the shoulders, and rested against the chest. To drown out ambi-
ent and transient noise in the real world, participants wore Pioneer
SE-DJ5000 sound-isolating headphones, looping brown noise (ap-
prox. 6 dB rolloff per octave, 44kHz sampling rate) at comfortable
levels observed to effectively obstruct conversation, noise from ca-
ble drag, and other ambient sounds present in our lab. Instructions
for each stage in the task were delivered via a text-to-speech voice
in the headphones. The experiment was run on a dual Intel Core
i7 2.93 GHz PC running Windows Vista with a total of eight cores.
The PC had 6GB of RAM and an NVIDIA 9800 GT graphics card.
Each eye was rendered in software at 60 frames per second. The
virtual environment was implemented using the OpenSceneGraph
renderer and VRPN [14] to facilitate communication with the track-
ing system.

3.2 Measures and Procedures

The study took approximately one hour to complete. First, partic-
ipants read the informed consent form that described the study in
detail, and the experimenter verified that the participant met the in-
clusion criteria and answered questions about the study. After con-
sent was obtained, participants were fitted with the head-mounted
display and the experiment tasks were explained. To provide train-
ing, participants performed a full practice trial in which the experi-
menter clarified the computer instructions at each step. They were
not informed that they would be redirected during the tests. Af-
ter completing the training, participants performed six trials, during
which the experimenter remained silent unless assistance was re-
quired. In order to reduce the risk of simulator sickness, the VR
gear was removed and participants were asked to take a 3-5 minute
break after completing the sixth trial. When they were ready to re-
sume, the VR gear was donned and the remaining six trials were
completed.

For two pointing tasks at the end of each trial, we recorded the
angular error in the XY plane (ignoring height) between the partic-
ipants’ pointing vector and the vector to the target location. For the
rotation and change blindness conditions, we also calculated these
pointing errors for each target’s redirected location relative to the
virtual world. In the rotation condition, the target’s redirected lo-
cation was calculated by matching the virtual environment rotation
about the user’s head position. In the change blindness condition,
we calculated the location by rotating the target about the center
of the virtual world by 90 degrees. However, it should be noted
that since this technique relies upon complex structural alterations
to portions of the environment, a global rotation may only be an
approximation of the user’s mental realignment. For each of the
three redirection conditions, the final pointing errors from the re-
spective four trials were averaged to provide the following mean
angular pointing errors for each target location: (1) virtual target’s
original position, (2) virtual target’s redirected position1, (3) real
target’s original position, and (4) real target’s redirected position1.
After finishing the VR session, participants completed a question-
naire that included qualitative, demographic, and video game expe-
rience questions.

4 RESULTS

Preliminary analysis revealed that one participant had extremely
high pointing errors of over 100 degrees (greater than 3 standard de-
viations from the mean) for the initial virtual target pointing tasks
in each trial. Since these pointing tasks occurred while the target
was still visible in the virtual world, this indicates that the partici-
pant did not understand the task, and was therefore excluded from
our analyses. Unless otherwise noted, all statistical results reported
in this paper use a significance value of α = .05.

1Redirected positions were not present in control condition.
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Figure 2: In the rotation condition, pointing errors were considerably
lower when calculated based on the target’s redirected position, re-
gardless of whether the target was virtual or real. A similarly strong
effect was not observed in the change blindness condition.

We compared the average angular pointing errors using a 3x2
repeated-measures ANOVA, testing the within-subjects effects of
redirection technique (control, rotation, or change blindness) and
target environment (real or virtual). For the rotation and change
blindness conditions, we used the pointing errors calculated from
the target’s redirected position. The analysis revealed significant a
main effect for redirection technique, F(2,28) = 6.56, p < .01, η2

p =
.32. Pairwise comparisons using Bonferroni adjusted alpha values
indicated that the change blindness pointing errors (M = 60.62, SE
= 7.25) were significantly higher than the errors in the control con-
dition (M = 40.23, SE = 4.79), p = .04, and the rotation condition (M
= 40.83, SE = 4.82), p = .05. However, the rotation and control con-
ditions were not significantly different, p > .99. Additionally, there
was also a significant main effect for target environment, F(1,14) =
5.73, p = .03, η2

p = .29, with lower pointing errors for the virtual
world targets (M = 42.33, SE = 5.37) than the real world targets (M
= 52.12, SE = 4.24). The interaction was not significant, p = .95.

To evaluate the differences between the pointing errors calcu-
lated from the targets’ original and redirected positions, the point-
ing errors from the two redirection conditions were treated with a
2x2x2 repeated-measures ANOVA, testing the within-subjects ef-
fects of target environment (real or virtual), target position (original
or redirected), and redirection technique (rotation or change blind-
ness). The analysis revealed a significant interaction effect between
redirection technique and target position, F(1,14) = 10.86, p < .01,
η2

p = .44, as well as a significant main effect for target position,

F(1,14) = 25.06, p < .01, η2
p = .64. None the other main effects

or interactions were significant. To probe the interaction effect,
we conducted post-hoc paired-sample t-tests using a Bonferroni-
adjusted alpha threshold of α = 0.0125 for multiple comparisons.
In the rotation condition, the differences between redirected and
original position pointing errors were significant for both virtual
targets, p < .01, and real world targets, p < .01. However, in the
change blindness condition, these differences were not as strong
for either virtual targets, p = .71, or real world targets, p = .16. The
mean pointing errors arranged according to redirection technique
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and calculated target position are shown in Figure 2.

5 DISCUSSION

The redirected position errors for the rotation technique were ex-
tremely similar to the pointing results from the control condition. It
is very clear from our data that after being redirected by the rota-
tion technique, participants did not point back to the target’s orig-
inal position, but rather to an updated position that reflected the
virtual world rotation. The effect was strong for both virtual and
real world targets, which supports our hypothesis that manipulat-
ing the participants’ spatial orientations in the virtual environment
would also carry over to their real world orientation. While there
was a similar trend when the change blindness technique was used,
the effect was not as pronounced. We believe this may be explained
by the structural manipulations that change blindness techniques
rely upon, since this alters the relationship between salient features
of the environment that were being used to judge the relative posi-
tion of the target. A global rotation of the targets about the center
of the world was most likely just an approximation of the more
complicated mental realignment that occurred. It should be noted
that errors based on the targets’ original locations before redirec-
tion were high, which suggests that the change blindness technique
did realign the targets relative to the virtual world, even though the
model for computing the target locations after redirection is unclear.

Our initial assumption in designing this experiment was that peo-
ple would maintain simultaneous models of the real world and the
virtual environment. However, based on participant feedback and
our observations during the experiment, we began to question this
premise. Hanging on the real world model when fully immersed
seems to be very difficult, and requires active concentration. As
one participant noted, “I would simply forget where I was in the real
world until it was time to interact with the real world again.” We
observed several participants employing very interesting strategies
to help them keep track of the targets after they were no longer vis-
ible. These participants would initially turn back and forth between
the targets and gesture, using their bodies to measure the relative
angles. These gestures were often repeated during the final point-
ing tasks, suggesting that these participants were leveraging body
motion and proprioceptive cues as mnemonic devices to store spa-
tial information. We cannot analyze this behavior since we did not
perform full body motion capture during this experiment; however,
this would be an important question for future studies of spatial ori-
entation in virtual environments.

We received generally positive comments about the real world
sensory deprivation methods we employed (the hood and head-
phone noise), and participants indicated that they could not see or
hear anything from the real world while they were immersed. In-
terestingly, many participants made negative comments about the
hummingbird, and verbally indicated to us afterwards that the dis-
tractor was tedious. In fact, many participants requested to shoot
the bird, most likely because of the pistol-shaped pointing device.
Based on these comments, we suggest that a purely visual distrac-
tor might not be the best approach for repeated use. For redirection
techniques that rely on distractors, including them in some sort of
interactive task, such as a shooting game, may be preferred by users.

6 CONCLUSION

In this paper, we described a study that investigated spatial orienta-
tion in the real and virtual world, as measured by a pointing task,
while visual cues from the virtual environment were manipulated.
Our results indicate that when using the rotation technique, partici-
pants spatially updated both their virtual and real world orientations
during redirection, resulting in pointing accuracy to the targets’ re-
computed positions that was strikingly similar to the control con-
dition. While our data also suggest that a similar spatial updating
may have occurred when using a change blindness technique, the

realignment of targets appeared to be more complicated than a sim-
ple rotation, and was thus difficult to measure quantitatively. In the
future, we plan to investigate the effect of allowing visual and audio
cues from the real world to “seep” in to the virtual environment, to
see if they dampen this effect. We also plan to investigate whether
these real world spatial cues can be simulated and manipulated in
order to augment redirection within the virtual environment.
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